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7 Banking 
 
5 Insurance 

Á 

 
 
Á 
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3 Healthcare 
 
2 Financial Markets 
 
1 Automotive 

Extended - 6 WW  Customers 

 Geography 
  Á     3 EMEA 

 Á     2 NA 

 Á     1 SA 

Industry 

Á 

Á 

Á 

3 Banking 

2 Computer Services 

1 Professional Services 

ESP Start 
 
First  Code Drop 
 
ñRegularò service process 
 
GA 

 February 2013 
 
  March  2013 
 
   July 2013 
 
October 25, 2013 

 DB2 11 

 ESP Clients 
 
 
 
 
 
 
 
Core - 21 WW Customers 
 
  Geography 
 
    11 EMEA    Á  
     9 NA    Á 
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Overall Client Feedback 

 ̧

 
 
 ̧

 
 
 ̧

Excellent quality and stability 
 
Good performance and CPU savings 
 
Full menu of functions, including 

- 
 
- 
 
- 
 
- 

Utility  improvements 
 
Transparent archiving 
 
RBA/LRSN 
 
Optimizer and migration improvements 
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ESP Performance Summary 
 

 13 customers have provided performance data 

 ̧Summary of the data analysis with comparable 
workloads and after rebind for static workloads 

VDRDA workload 0 to 20% CPU reduction 

VCICS workload 3 to 18% CPU reduction 

V 18% includes 4% CPU reduction with NFM 

  extended RBA/LRSN 

 VBatch workload 3 to 20% CPU reduction 
 
 
 
 
 
0 major  performance issues 



DB2 for z/OS Customer Trends 
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Å    Proliferation of mobile and other network-connected devices is driving 
increases in: 

ï   transaction workloads 

ï   data volumes 

ï   24x7 requirements 

Å    Continued focus on cost containment 
and resource efficiency 

Å    Competitive pressures continue to drive an increasing need for innovation, 
analytics, and data integration 

Å    DB2 for z/OS has leading edge capabilities to support these requirements 
and DB2 11 makes important improvements 



DB2 11 Performance Focus 

Å 
 

Å 
 

Å 

CPU and cost reduction 
 

Scalability enhancements 
 

Focus on customersô pain points 
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 ï    Consistent performance with less REORG 
 
 ï    Less need of performance tuning 
 
 ï    Access Path Stability 
 
 
 
 
 
ñReminder noticeò ï 
 

 DB2 10 for  z/OS EOM:   July, 2015 
 
 DB2 10 for  z/OS EOS:  September, 2017 



Å 
 
 
 
 
 
 
 
 
Å 
 
 
 
 
 
 
 
 
 
 
Å 
 
 
 
 
 
 
 
Å 

DB2 11 Major Themes 
 
 
 
 Out-of-the-box CPU Savings 
  ï     Improving efficiency, reducing costs, no application changes 
  ï     Up to 10% for complex OLTP 
  ï     Up to 10% for update intensive batch 
  ï     Up to 40% for queries 
  ï     Additional performance improvements through use of new DB2 11 features 

 Enhanced Resiliency and Continuous Availability 
  ï     Improved autonomics which reduces costs and improves availability 
  ï     Making more online changes without affecting applications 
  ï     Online REORG improvements, less disruption 
  ï     DROP COLUMN, online change of partition limit keys 
  ï     Extended log record addressing capacity - 1 yottabyte (or 1B petabytes) 
  ï     BIND/REBIND, DDL break into persistent threads 

 Enhanced business analytics 
  ï     Expanded SQL, XML, and analytics capabilities 
  ï     Temporal and SQLPL enhancements 
  ï     Transparent archiving 
  ï     Hadoop integration, NoSQL and JSON support 

 Simpler, faster DB2 version upgrades 
  ï     No application changes required for DB2 upgrade 
  ï     Access path stability improvements 
  ï     Product quality/stability ς raised the bar 
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Announce 
  Oct. 1 
 
   GA 

 Oct. 25 



IBM Studies -  Performance Quick Look 
 
 
 
 
 
 
 
 
 Query 

Batch 

OLTP 
 
 
 
 
 
 XML  
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TPC-H Using Static SQLPL 

-10% out-of-box improvement with DB2 11 when rebinding with  APREUSE 
-34% improvement in DB2 11 when rebinding to obtain DB2 11 AP 

-1.4% 

-10% 

-34% 
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Å 
 
Å 
 
Å 
 
Å 
 
Å 

DB2 11 Planning 
 Dual mode migration (CM, ENFM, NFM) 

 DB2 10 is the platform for migration 

 z/OS 1.13 or above.  z10 or above. 

 No pre-V9 bound packages 

 DB2 Connect V10.5 FP2 is the recommended level for V11 
 ï   This level is required to exploit most new V11 features 

 ï   Any in-service level  DB2 Connect supports V11 

Å   Sysplex query parallelism support is removed 

Å   DB2 11 Migration Planning Workshop (MPW) 
 ï   No charge, 1-day education 

 ï   DB2 11 MPW Community on DeveloperWorks 



Performance Improvements 
No REBIND needed ς Partial List 

Å 
 
 
 
 
 
Å 

DDF performance improvements 
 ï    Reduced SRB scheduling on TCP/IP receive using new CommServer capabilities 

 ï    Improved autocommit OLTP performance 

INSERT performance 

ï 

ï 

ï 

ï 

Latch contention reduction 

CPU reduction for Insert column processing and log record creation 

Data sharing LRSN spin avoidance 

Page fix/free avoidance in GBP write 

Å    Automatic index pseudo delete cleanup 
Å    IFI 306 filtering capabilities to improve Replication capture performance 

Å    DGTT performance improvements 
 ï    Avoid incremental binds for reduced cpu overhead (*) 

Å    Utilities performance improvements 
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Å 

Å 
 
 
 
 
 
 
Å 
 
 
 
 
 
 
 
 
Å 
 
 
Å 
 
 
Å 

Å 

Å 

Å 

Performance Improvements 
REBIND required ς Partial List 
 
  Query transformation improvements ς less expertise required for performant SQL 
  Enhanced duplicate removal 
   ï   Lots of queries require duplicate removal:  e.g. DISTINCT, GROUP BY, etc. 
   ï   Dup elimination via sorting can be expensive 
   ï   New techniques:  Index duplicate removal, early out 

  In-memory techniques 
   ï   In-memory, reusable workfile 
   ï   Sparse index (limited hash join support) 
   ï   Non-correlated subquery using MXDTCACH 
   ï   Correlated subquery caching 

  Select list do-once 
   ï   Non column expressions in the select list can be executed once rather than per-row 

  Column processing improvements 
   ï   Xproc (generated machine code) for column processing 

  DPSI performance improvements 
  Data de-compression  optimizations 
  Optimizer CPU and I/O cost balancing improvements 
  DDF enhancement: DRDA package based continuous block fetch 
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Performance Improvements 
Sysprog, DBA, or application effort  required ς Partial List 
 
 
 

Å    Suppress-null indexes 

 ï   Index entries not created when all values for indexed columns are NULL 

 ï   Reduced index size, improved insert/update/delete performance, compatibility 

  with other DBMSes 

 ï   Improved utility and CREATE INDEX performance 

Å    New PCTFREE FOR UPDATE attribute to reduce indirect references 

Å    DGTT performance improvements 

 ï   Non logged DGTTs 

Å    Extended optimization - selectivity overrides (filter factor hints) 

 ï   Improve ƻǇǘƛƳƛȊŜǊΩǎ ability to find the cheapest access path 

 ï   Collect filter factors for predicates in a Selectivity Profile 

Å    Open dataset limit raised to 200K 
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 DB2 11 and zEC12 Synergy 
 
 
Á   Faster CPU  ï 1.25x compared to z196 

  Á   5.5GHz processors, bigger/faster cache 

  Á   25% reduction measured with DB2 workloads 

Á   50% More System Capacity to help consolidation 

  Á   Up to 3TB real memory per server 

  Á   Excellent synergy with DB2 10 and 11 scalability 

Á   New Features that DB2 11 Exploits 

  Á   FLASH Express and pageable 1MB frames, used for: 

    Á   Buffer pool control blocks 

    Á   DB2 executable code 

  Á   2GB frame support for buffer pools 

   Á   Performance improvement expected for extremely large memory sizes 

Á   New zEC12 GA2 features that benefit DB2 

  Á   zEDC Express for enhanced DB2 SMF data compression 

  Á   RoCE Express for faster, cheaper z/OS to z/OS DRDA communication 

   Á   Preliminary measurements show up to 2x DRDA transaction throughput increase 



RAS and Usability Improvement Highlights 
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Å    Logging capacity and performance:  RBA/LRSN optionally expands to 10 bytes 
Å    BIND /  DDL /  Online REORG concurrency with persistent threads 

ï    Avoid having to shut down apps to get a REBIND through, e.g. for application upgrades 

Å    More online schema changes 
ï    Alter partitioning limit keys 
ï    DROP column 
ï    Point in time recovery support 

for deferred schema changes 

Å    Autonomics improvements 
ï    Automatic index pseudo delete cleanup 
ï    Overflow row reduction 
ï    Optimizer externalizes missing stats to enable automated RUNSTATS 

Å    Data sharing improvements 
ς     Group buffer pool write-around 
ς     Restart light enhancements 
ς     Index split performance and other indexing improvements 
ς     Full LRSN spin avoidance 

ς    Plan management improvements -  APREUSE(WARN) support 
ς    -ACCESS DATABASE Χ MODE(STATS) option to externalize RTS statistics 
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  Extended RBA Problem Statement 
 
 
DB2ôs Relative Byte Address (RBA) for logging is 6 bytes 
 
 Gives 256TB of log record addressing capacity per DB2 subsystem/member 
 
With heavy sustained logging rates, DB2 can exhaust the 6-byte RBA 
 
 DSNJ032I and DSNJ033E warning messages 
 
    Alert-level = óWARNINGô when RBA reaches xôF00000000000ô 
 
    Alert-level = óCRITCIALô when RBA reaches xôFFFF00000000ô 
 
 Manual recovery actions are needed 
 
    Data Sharing:  shut down the affected member and start a new member in its place 
 
    Non Data Sharing:  reset all PGLOGRBA values back to zero (extended outage) 
 
    Documented in the DB2 Administration Guide 
 
 If  alert-level reaches óCRITICALô then DB2 terminates to protect data integrity and force recovery 

   actions 
 
    Reason code 00D10251 
 
    ACCESS(MAINT) restart allowed to prepare for recovery actions 
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   Extended LRSN Problem Statement 
 
 
The data sharing Log Record Sequence Number (LRSN) is derived from the 8-byte 
 time-of-day clock which hits end of range in 2042 
 
However, some data sharing groups have a non-zero LRSN ñdeltaò which gets 
 added to the TOD clock 

  If  a non-zero ñdeltaò exists, then the LRSN will  hit end of range prior to 2042 

  Use DSNJU004 to determine if  you have a non-zero LRSN delta value 

  A ñdeltaò value could be set when data sharing is enabled or re-enabled 

     Whenever the end-of-log RBA of the enabling member is past the TOD clock 
 
Some non data sharing customers have enabled data sharing to circumvent RBA 
 nearing end-of-range 
 
  This would cause a non-zero LRSN delta, so LRSN hits end of range before 2042 
 
6-byte LRSN value has precision to only 16 microseconds 

  Can cause LRSN óspinningô which burns extra cpu and aggravated log latch contention 

  V9 NFM addresses most LRSN spin situations, and V10 NFM enhances further.  But 

    some spins still exist due to the 16 usec granularity (log latch not held, page latches 
    are) 
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  DB2 11 for  z/OS RBA/LRSN Solution 
 
Expand the RBA and LRSN to 10 bytes 

 RBA addressing capacity of 1 yottabyte (2**80) 

 LRSN extended on left by 1 byte, on the right by 3 bytes 

   >30,000 years and 16Mx more precision 
 
 8 bytes is not sufficient to solve LRSN issues and may not give sufficient capacity for the longer term 

NFM only (6 byte RBA/LRSN continues to be used in CM) 

Once in NFM, DB2 continues to use 6-byte values until you take action to convert 

Two conversion tasks: 

 Convert BSDSes to new format to enable logging with larger RBAs/LRSNs 

 Convert pagesets to new page format 

These tasks are optional 

 If  you donôt care about larger RBAs/LRSNs then you donôt have to convert 

 But performance will  be better if  you convert BSDSes (avoid internal conversion overhead on log write) 

BSDSes can be converted without converting pagesets 

Pagesets can be converted in a piecemeal fashion 

 Expectation is that most customers will  roll the conversion over a period of days/weeks/months 
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   Security Enhancements 
 

Å  Remove inconsistencies between DB2 and 

  RACF access controls 
  ï  Automatic DB2 cache refresh when RACF changes are 
    made 
     Å   Package auth cache, dynamic statement cache, user 
      authentication cache 

  ï  Support BIND OWNER when using RACF exit 

  ï  Support auto REBIND using ƻǿƴŜǊΩǎ authid when using 

    RACF exit 

  ï  Dynamic SQL authorization checking improvements 

Å  BIND PLAN option to ensure the program is 

  authorized to use the plan 
  ï  New PROGAUTH bind option 

Å  Remove column masking restrictions for 

  GROUP BY and DISTINCT 
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Statistics Feedback ... 

Å    The Optimizer can provide feedback on missing or inconsistent statistics 
during 

ï   Access path selection 

ï   Explain processing 

Å    Access path selection (BIND / REBIND / PREPARE) 

ï   Externalized to new Catalog table SYSSTATFEEDBACK 

Å  Table added in CM 

Å  Feedback is externalized asynchronously starting in NFM 

ï  On STATSINT interval, or 

ï  With ACCESS DB command 

ï  At the Table level 

ï   Controlled by ZParm STATFDBK_SCOPE (ALL)  

Å  ALL,  DYNAMIC,  NONE, STATIC 

ï   Additional control at the table level 

Å  SYSTABLES STATS_FEEDBACK which defaults to Y 

ï   Redundant recommendations are not created 

ï   RUNSTATS for an object removes these associated recommendations 



Statistics Feedback ... 

Å    Explain processing 

ï   Externalized to new EXPLAIN table DSN_STAT_FEEDBACK (DSNTESC) 

ï   Controlled by the existence of this table 

Å  SYSTABLES STATS_FEEDBACK does not control these 
recommendations 

ï   Statement level recommendations written synchronously with EXPLAIN 

ï   History is maintained 

ï   User managed clean up 

Å    Does not apply to VOLATILE,  DGTT, or CGTT 

Å    Not seeing expected feedback in SYSSTATFEEDBACK? 

ï   Make sure it has been externalized 

Å  STATSINT interval 

Å  ACCESS DB(*)  SPACENAM(*) MODE(STATS) will  externalize on 
command 

Å    Not directly consumable by RUNSTATS 

Å    Good ñBlog Entryò by Willie  Favero on this new feature: 
http://it.toolbox.com/blogs/db2zos/statistics-feedback-in-db2-11-for-zos-59598 
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Summary of Utilities Improvements 
 Å     Over 40 new enhancements! 

Å Availability 

ï 
 
 
 
 
ï 
 
 
 
 
ï 

Online data repartitioning 

 Å    REORG REBALANCE SHRLEVEL(CHANGE) 

 Å    Online ALTER of limit keys 

Online REORG availability improvements 

 Å    SWITCH phase reduction 

 Å    Improved drain processing 

Part level inline image copies for REORG 

Å Usability 
ï 

ï 

ï 

Online REORG automated mapping tables 

REORG delete unused PBG datasets 

System cloning improvements 

Å CPU reduction 
ï More zIIP offload for LOAD and RUNSTATS 

Å Performance 

ï 

ï 

ï 

ï 

ï 

Faster LOAD processing 

Inline statistics improvements, reduced need for RUNSTATS 

Optimizer input to statistics collection 

REORG option to avoid sorting data for clustering 

DSNACCOX performance 



Key utilities  performance numbers 

Å 
Å 
Å 
Å 

Up to 81% zIIP-eligible CPU with RUNSTATS COLGROUP 

Up to 40% zIIP-eligible CPU in REORG & LOAD with inline distribution stats 

REORG SWITCH phase outage reduced by up to 91% 

Up to 71% elapsed time reduction for REORG of subset of partitions 
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 Å   SORTNPSI option retrofitted to V9 & V10 

Å    RECOVER from part-level image copies reduced CPU by up to 50%, elapsed 
  by up to 40% 

Å    LOAD from single input data set elapsed time reduced by up to 70% 

Å    Crossloader support for FETCH CONTINUE for LOB & XML data 

 Å   28% CPU reduction 
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Å 
 
Å 
 
Å 
 
Å 
 
 
 
 
 
 
 
 
 
Å 
 
Å 
 
Å 
 
Å 
 
Å 

Expanded SQL and Analytics Capabilities 
 
 

 Global variables 

 SQLPL improvements:  array data type, autonomous transactions 

 Alias support  for  sequence objects 

 Temporal data enhancements 

  ï   Support for views 

  ï   Special register support 

  ï   Integrated auditing support (planned) 

 Transparent archive query 

 SQL Grouping Sets, including Rollup, Cube 

 Unicode column support for EBCDIC tables 

 Hadoop access via table UDF 

 JSON support 
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Integrating Big Data Analytics with 
DB2 for z/OS 

Å Unstructured data sources are growing fast 

Á Connectors to allow BigInsights to easily & efficiently access DB2 data 

Á DB2 is providing the connectors & the DB capability to allow DB2 apps to easily and efficiently access hadoop data sources 

Å Much of the worldôs operational data 

 resides on z/OS 

ÁTwo significant needs: 
 
  1.   Merge this data with trusted OLTP data from zEnterprise data sources 
 
  2.   Integrate this data so that insights from  Big Data sources can drive business actions 

IBM  BigInsights 

New V11 
features enable 

this 

 Integrate 
 
 
Å New user-defined 

functions and V11 generic 

table UDF capability 
 
 
 
 
 
Å IMS  and DB2 JDBC 
connectors 
 
 
  Merge 



23 

Å 
 
 
 
 
Å 

XML Enhancements 
 
 

 New Features 

  ï    Basic xQuery (retrofit to v10) 

  ï    COBOL samples for XML (published on Developerworks website) 

 Feature Enhancements 
ï 

ï 

ï 

ï 

Implicitly add doc node during insert/update 
Crossloader support 

Fix error reporting position predicate 

Support xquery constructor as the source expression of insert and replace 

Å Performance Enhancements 

ï 

ï 

ï 

ï 

ï 

ï 

ï 

ï 

ï 

Binary XML validation (retrofit to DB2 V10) 
Partial validation after update 

Date/Time Predicate Pushdown 

XQuery(FLWOR) and XMLQUERY enhancement 

Optimize Index Search Keys 

XML Operator Improvements, use less storage and CPU 

XQuery deferred construction 

XMLTABLE pushdown cast 

Avoid validation of validated binary XML data during LOAD 
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 Easier DB2 Version Upgrade 
 

Å   Application Compatibility (APPLCOMPAT) 
  ï   New feature to ease DB2 version upgrades ς avoid impact to applications 

  ï   New mechanism to identify applications affected by SQL changes in the new release 

  ï   Seamless mechanism to make changes at an application (package) level or system level 

Å   Faster ENFM processing 
  ï   Lab measurement showed 18x faster in V11 vs. V10 using a large customer catalog 

Å   Access path stability improvements 

Å   Higher code quality stability levels 

Å   SQL Capture/Replay tooling can help testing of DB2 version upgrades 



 Application  Compatibility  ... 
 
Occasionally SQL functions change behavior 

  Usually in support of family compatibility and SQL standards 
 
  This introduces an application incompatibility which can 

Delay version migrations 

Potentially create a single version charge issue 
V9 V10 

App App 

1 
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 These are documented in the Release Incompatibilities 
 
Example DB2 10 incompatibilities & resolutions 

 CHAR function results (also for VARCHAR and CAST of these data types) 

  Leading zeroes no longer returned when there is a decimal point 

  ZParm BIF_COMPATIBILITY was introduced to reverse the V10 behavior 

  IFCID 366 introduced to report on use of V9 code path while in V10 ZParm 
  enabled 

 Strong data typing for .NET stored procedures 

  ZParm DDF_COMPATIBILITY reversed this behavior 

 Acceptance of unsupported Timestamp formats was also reversed by 
 BIF_COMPATIBILITY 
 
 Others required application changes starting in Conversion Mode 
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  Application  Compatibility  ... 
DB2 11 fences DML behavior change beginning in CM with APPLCOMPAT 
 
 Does not fence DDL or DCL 
 
 Separates the application migration from the system migration 
 
   Application migration can begin after the system migration is complete 

   Or the application migration can be delayed for up to 2 future DB2 versions 
 
APPLCOMPAT ZParm and Bind Parameter 

 V10R1 
 
   DML behaves as it did for DB2 10 

   Must use V10R1 until NFM 

   Attempting to use new features under V10R1 results in SQLCODE -4743 
 
 
 

 V11R1 
 
   Requires the subsystem / group to be in NFM 

   New DML behavior is introduced 

   Also required for new features of V11 
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   Application  Compatibility  ... 
 
ZParm APPLCOMPAT is the default for the BIND / REBIND parameter 
 
 Has no effect on existing Packages OR REBIND PACKAGE w/ APPLCOMPAT is set 
 
 Defaults to V11R1 for installations and V10R1 for migrations 
 
BIND / REBIND parameter 
 
 Defaults to ZParm APPLCOMPAT 

  After the previous setting for REBIND (Application Compatibility level already set) 

 V11R1 will  cause an error before NFM 

  Once NFM, can BIND / REBIND with V10R1 or V11R1 irrespective of the ZParm 

 REBIND existing application when ready for new behavior 

 REBIND existing application when wanting to use new features 

  WARNING: Must also be ready for potential behavioral changes 
 
CURRENT APPLICATION COMPATIBILITY special register for dynamic SQL 
 
 Defaults to Package APPLCOMPAT 
 
 Cannot be set to V11R1 until NFM 

  Once NFM, can bet set to V10R1 or V11R1 irrespective of the Package or ZParm settings 

 Can SET via a System Profile with PM93658 
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 Application  Compatibility  
 
Instrumentation 
 
  When using the V10R1 compatibility level, 3 IFCIDs are produced to 

  identify application at risk at the V11R1 level 
 
   IFCID 239 enhanced to report on Packages that use the V10 code path 
 
   IFCID 366 (also in V10) identifies Statements in Packages that use V10 code 

   path 
 
   IFCID 376 reports the same as 366, but attempts to eliminate duplicates 
 
Considerations 
 
  Behavioral change is possible in the down level compatibility level 

  when needing to conform to SQL Standards 
 
  This does not fence DDL or DCL, in NFM (system) / V10R1 (package) 
 
   A Global Variable can be created (DDL) and have authority granted (DCL) 
 
   But applications cannot SET or reference the Global Variable until V11R1 
 
  Build your NFM plan to adopt V11R1 for applications 



ï 

ï 
 
 
ï 

Brand new component available in QMF Enterprise Edition 11 

Delivers unprecedented charting and statistical analysis capabilities 
directly to the mainframe 

Completely menu driven 

Faster up and running with  QMF reporting 

ï 

ï 

Adhoc Reports and Quick Reports 

Allows users to quickly and easily create their own sophisticated reporting 
objects using an open canvas 

Analytics on unstructured data sources 

ï Text Analytics allows users to extract entities from unstructured data 
sources (either file-based or database-based) and display the results 
graphically 

Increased support for the business user 

ï 
 
 
ï 

Dynamarts allow users to save their result sets with their query objects for 
offline use 

Mobile device support for iPad and Android tablets 

 QMF 11:  Business Analytics for the 
 System z Enterprise 
 
 
QMF Analytics for TSO 
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 DB2 11 Resources 
Å   Information Center 

Å   DB2 11 Announcement 
  ï  http://www -01.ibm.com/common/ssi/cgi- 

   bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213- 
   376&appname=USN 

Å   DB2 11 Technical Overview Redbook (SG24-8180) 

Å   DB2 11 links: https://www.ibm.com/software/data/db2/zos/family/db211/ 

ï 

ï 

ï 

ï 

Case study:  BMW Group 

Case study:  JN Data 

Whitepaper: ά5.н 11 for z/OS: Unmatched Efficiency for Big Data and !ƴŀƭȅǘƛŎǎέ 

Whitepaper:  άIƻǿ DB2 11 for z/OS Can Help Reduce Total Cost of hǿƴŜǊǎƘƛǇέ 

Å   eBook available at upcoming events 

http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
http://www-01.ibm.com/common/ssi/cgi-bin/ssialias?infotype=AN&subtype=CA&htmlfid=897/ENUS213-376&appname=USN
https://www.ibm.com/software/data/db2/zos/family/db211/
https://www.ibm.com/software/data/db2/zos/family/db211/


IX4Memory 
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 Pseudo-deleted Index Cleanup 
 
Cleanup done under system tasks, run  as enclave SRBs and zIIP  eligible 

  Å    Parent thread (one per DB2 member) reads through RTS to find  candidates 

   ï   Runs every 5 minutes 

  Å    Eligible indexes sorted based on number of pseudo deleted rids to delete highest first  

  Å    Child  threads assigned based on ZParm setting 

NAME é NPAGES é REORGPSEUDODELETES 

SYSIBM.SYSINDEXSPACESTATS 

Parent 

SELECT FROMé ORDER BY 

IX1 
 
IX2 
 
IX3 
 
IX4 

n 
 
n 
 
n 
 
n 

 100   X 
 
1000   X 
 
 500   X 
 
2000   X 

  5000 
 
 20000 
 
100000 
 
 75000 

thread 
 
 
 
 
 Index 
 
 IX3 

IX2 
 
IX1 

Child cleanup 

thread IX3 
 
 Child cleanup 

 thread IX4 

ï Child cleanup thread only started 

if  Index already open for INSERT, 

UPDATE or DELETE 

Å    óXô-type P-lock already held 

In  



Å 

 SYSIBM.SYSINDEXCLEANUP  Example 
 
 
 
 
All  index spaces in DB_1234 are enabled for cleanup on Sundays from 4:30 AM 
until noon, except 

Å Index space IX_9876 is always disabled for cleanup 

DBNAME INDEX- 

SPACE 

ENABLE_ 

DISABLE 

MONTH    MONTH 

_WEEK 

DAY START 

_TIME 

END 

_TIME 

SYSIBM.SYSINDEXCLEANUP  

Å DB2 checks SYSIBM.SYSINDEXCLEANUP table at 10 min intervals 

ï Enforcement of new row may be delayed up to 10 min 

Å RECOMMENDATION: Use rows in SYSIBM.SYSINDEXCLEANUP only to 
define exceptions to default index cleanup behavior 

 ï    Define time windows at system or database levels, rather than specific indexes when 
  possible 

 ï    Remove unneeded or conflicting rows 

DB_1234 
 
DB_1234 

NULL 
 
IX_9876 

E 
 
D 

 W 
 
NULL 

NULL 
 
NULL 

 7 
 
NULL 

043000 
 
 NULL 

120000 
 
 NULL 
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 DB2 11 Auto Pseudo Delete Cleanup 
 
 
WAS Portal Workload 

Å     Up to 39% DB2 CPU reduction per transaction in DB2 11 compared to DB2 10 

Å     Up to 93% reduction in Pseudo deleted entries in DB2 11 

Å     Consistent performance and less need of REORG in DB2 11 
 
 
  WAS Portal Workload 5 Days Performance 

2500000 
 
 
 
 
2000000 
 
 
 
 
1500000 
 
 
 
 
1000000 
 
 
 
 
500000 
 
 
 
 
0 

0.0035 
 
 
 0.003 
 
 
0.0025 
 
 
 0.002 
 
 
0.0015 
 
 
 0.001 
 
 
0.0005 
 
 
  0 

Day1 Day2 Day3 Day4 Day5 

V10 Total CPU time 

V11 Total CPU time 

V10 sum of REORGPSEUDODELETES 

V11 sum of REORGPSEUDODELETES 



 Migration Process 
 

Preparations 
 
 
Customization / Tailoring  
 
 
Migration  
 
 
Å   Before CM 
  Before Conversion Mode 
Å   Migration  to CM 

Å   Fallback to V10 
 
 
Å   Remigration to CM 
 
 
Å   Conversion to ENFM 
 
 
Å   Conversion to NFM 
 
 
Å   Application Compatibility  
 
 
Å   Extended RBA / LRSN 
 
 
Testing 

 Conversion Mode 
 
 
 
Enable New Function Mode 
 
  New Function Mode 
 
 
 
 
 
 
 
 
   Note: These steps will  

    iterate 



Application  Compatibility  ... 

10 NFM 11 CM 11 ENFM 11 NFM 

 Same as CM 
 Å    ZParm V10R1 
 
  ï    Can set to V11R1 
   but will  not 
   operate that way 
 
 Å    BIND/REBIND 
 
  ï    Must be V10R1  
 Å    CREATE/ALTER 
 
  ï    Must be V10R1  
 Å    SET CAC* not available 
 
 Å    IFCID 239/366/376 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*CAC  = CURRENT APPLICATION  COMPATIBILITY  
 
2 

4 

ZParm 
 
 V10R1 or V11R1 
 
BIND/REBIND 
 
 V10R1/V11R1 
 available 
 
BIND 
 
 Defaults to ZParm 
 
REBIND & Autobind 

 Defaults to previous 

 Catalog value  first 
 
 Zparm second 
 
CREATE/ALTER 
 
 V10R1 or V11R1 
 
 
SET CAC*  available 
 
New Features 

 Require V11R1 




